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Abstract-This paper discusses the analytkal conditions under which a pin·jointed asscmbly.
which has s independent states of self-stress and m independent mechanisms. tightens up when its
mechanisms arc e'lcited. A matri'l algorithm is set up to distinguish between first·order infinitesimal
mechanisms (which arc associ'lted with second·order changes of bar lengthl and higher·order
infinitesimal or finite mechanisms. It is shown thill. in gencral. this analysis requires thc computation
of,' quadratic forms in ", v·ariahles. which can be easily computed from the states of self-stress and
mechanisms of the assemhly. If any linear combination of these quadratic forms is sign definite.
then thc mechanisms are first-order infinitesimal. An efficient and general algorithm to investigate
these quadratic forms is given. The calculations required are illustmted for some simple e'lamp(es.

Many assemhlies of practical relevance admit a single state of self·stress {.• = II. and in this
case the algorithm proposed is straightforward tll implement.

This work is relevant to the analysis and design of pre·stressed m~'l:hanisms. such as cahle
systcms and tensegrily framcworks.

I. INTRODUCTION

Asscmhlics of pin·jointcd hars cxhihit a widc range of mcchanical phenomena. Such
asscmhlies ;trc gcncrally dcscrihcd gcomctrically in terms of the numbers of bars and joints:
hut their mechanic;tl performance can only be understood properly in tcrms of the numbers
of il1('xI('l/Si(l/w/ l/I('c!/{lI/i.\·1I/.I'. 1/1 (~ 0) and of .I'llIl('.I' o/.I'(,({-.I'lr('.u. ,\' (~O). For a given
asselllhly. the v;dues of 1/1 and .I' may he determined by Linear Algebra techniques from the
equilihriulll matrix set up in the initial configuration.

In many praetie;tl cases the structural engineer will w;tnt to avoid assemblies with
1/1 > O. since they will not be rigid: and thus if a proposed assembly turns out to have m > 0
it will he re-designed in order to make 1/1 =O. Increasingly. however. engineers are becoming
interested in pre-stressed mechanisms such as cable-nets ;\nd tensegrities: these assemblies
have 1/1 > O. but also .I' > O. There arc well-known examples in which the activation-by
means of, e.g. u turnbuckle -of the single state of self-stress in an assembly having s = I
stitfens. or stabilizes, all of the independent mechanisms m > 0 (Calladine, 1978).

The simplest example of such an assembly is shown in Fig. 1a. As in all of the examples
in the present paper, all bars and joints are constrained to lie in a plane. The matrix-algebra
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Fig. I. (a) PI.mar assemhly with j = 4 (only unconstrained nodes havc numbers in the figurel.
k =4 and" = J. The \'~'Clllr of a'lial forces is t = [I,ll I,r; the vector of nodal components of
displacemcnt is d = [d,. eI". ell. ell,y. As shown in &'l:tion 4 of our previous paper. this assembly
has .' = I and ", = 2. (hi Shows the two inc'ltcnsional mechanisms and the corresponding product

forces associ.tted with them.
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Fig. 2. Planar assembly with j = 4. k = 4 and b = 3. This assembly has s = 0 and m = 1; clearly its
mechanism is finite.

tests described by Pellegrino and Calladine (1986) give m = 2. s = I for this assembly; and
it may readily be seen that an in-line pretension in all three bars imparts some first-order
stiffness to the two independent mechanisms. In contrast the assembly of Fig. 2 has m = I.
s = 0, and the single mechanism preserves its freedom even for large angular displacements:
it is therefore a finite mechanism. The assembly of Fig. la is obviously not a finite mech
anism : even if pre-stress is not activated in the initial configuration. the assembly tightens
up when its mechanisms are exercised.

Many assemblies with m > 0, s > 0 tighten up after a small "inextensional" displace
ment. Indeed. Mobius (1837) and Maxwell (1864) knew that in general a pin-jointed
assembly consisting of j joints requires at least 2j - 3 bars to make it stiff. but a lower
number of bars may be sufficient if at least one bar has maximum. or minimum. length.
The stiffness ofsuch special assemblies. Maxwell warned. is "ofan inferior order.... a small
disturbing force may produce a displacement infinite in comparison to itself". Mohr (1885).
Foppl (1912). Kotter (\912) and subsequently Pollaczek-Geiringer (1927) were interested
in the detection of these special cases. It is obviously desirable for the engineer to be able
to identify a given asssembly as having a tinite mechanism. as distinct from one which
tightens up as its mechanisms are mobilized.

In Pellegrino and Calladine (1986. which we shall refer to henceforth as "our previous
paper") we made some progress in devising algorithms which can discriminate between
these various situations in a given pin-jointed assembly. Thus we showed that. given an
assembly with m > 0 and s > O. ifa state ofself-stress can impart positive tirst-order stiffness
to every mechanism. then the mechanisms are.first-order infinitesimal. i.e. they arc associated
with second-order changes of bar lengths. If on the other hand there are some mechanisms
which cannot be stabilised by a state of self-stress, these mechanisms are second-order
infinitesimal (at least), i.e. they are associated with third-order (or higher) length changes.
or arc finite.

Recently. in an article in the Journal ofApplied Mechanics. Kuznetsov (1989) attacked
some aspects of our work. Kuznetsov's comments have stimulated our thinking. and the
present note describes some recent advances which we have made.

We shall be concerned entirely with discriminating betwcen first-order inl1nitesimal
mechanisms and all other types. which for the sakc of compactncss wc shall refer to as
"tinitc" mcchanisms. Wc shall not considcr further questions of detection of higher-order
mechanisms, which have been discussed by Koiter (1984), Pellegrino (1986) and Kuznetsov
(1988).

Given a pin-jointed assembly, the first stage of the matrix algorithm described in
our previous paper is to compute s independent states of self-stress and m independent
inextensional mechanisms. This analysis is conducted within the context ofa small-deflection
theory and hence all that we know about mechanisms computed in this way is that they
cause no first-order changes in length of the bars. In this paper we are concerned only with
assemblies for which s > 0. and m > O.

A state of self-stress is then imposed onto the assembly. and the second stage of the
algorithm is to compute. for each mechanism. the set of out-of-balance nodal forces
which are required to restore equilibrium. after imparting a unit magnitude of the chosen
mechanism. A total of m product forces are obtained in this way.

The third stage is to assemble and analyse a modified equilibrium matrix. which gives
the response of the assembly to arbitrary external loads (Pellegrino and Calladine, 1984;
Pellegrino, 1988). If this matrix has full rank. then the mechanisms are first-order infini
tesimal; however this calculation must be supplemented by a s~qn check that the scalar
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Fig. 3. Planar assembly wilh j = 4. k = 4 and b = 3; see caplion of Fig. la for derails of t. d.
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product of all mechanisms with the corresponding product forces is alwaYi a positive
number. which is the case if all inextensional deformations are stable. In more precise terms,
the condition that the rank of the modified equilibrium matrix should be full is necessary,
but not sufficient. for first-order infinitesimal mechanisms.

In relatively simple examples. such as those shown in Figs la and 3. it is easy to spot
whether any mechanisms exist for which the sign check would not be satisfied. However
and this is the esssence of Kuznetsov's criticism of our previous work-any assembly with
two or more independent mechanisms and also. possibly. more than one independent state
of self-stress. warrants a more form.1I procedure.

In the present paper we address the question of computing the sign of the scalar
product of every possible product force and its corresponding mechanism. This approach
produces a qu'ldr<ttic form. which must be tested for sign definiteness. The computations
arc stmightforw<trd in the case of ussemblies having a single state of self-stress. and indeed
all of the exumples previously discussed in the literature arc of this kind. On the other hand,
if there .Ire several independent st<ttes ofself-stress we h.lve to deal with a linear combination
of quadratic forms: we shall expluin how to do this. and we shall give examples. We shall
also point out in Section 5 how the present work is reluted to that of previous authors, and
in purticular to .In early study by Koller (1912).

2. SELF·STRESSING FOR POSITIVE STIFFNESS

Let us consider a pl.tn<tr pin-jointed usscmbly which consists of j join/so connected by
u total of k killt'Uwtic ClIlIstraillt.v to .1 rigid foundation, and h hars. Let t be a b-dimensional
vector of bur uxial forces and let d be u (2j -k)-dimensional vector of nodal displacement
components.

We compute a set of independent states of self-stress t •• t 2..... t. following the pro
cedure described in Section 2 of our previous paper. Clearly. any linear combination of
these st'ltes of self-stress is still self-equilibrated. hence the most general self-stress state is
given by:

(I)

where the sculur coetJicients ~I"'" J:, arc free to take any real value. We also compute a
set of independent inextensional mechanisms for the assembly: d ,. d 2, •••• d",. Assuming,
for the sake of simplicity. that the kinematic constraints suppress all rigid-body displace
ments. and therefore th'lt all vectors d, represent internal mechanisms, we can similarly
express the most generul internal mechanism as:

(2)

where the scalar coetlicients {II, ... ' {I", can again take arbitrary values. From now on, it
will be convenient to write eqn (2) in the form DfI, having introduced a (2j-k) x m
matrix D. whose columns arc the ", inextensional mechanisms, and fI is the column vector
[#, ..... #ny.

We begin by considering an assembly which has an arbitrary number of mechanisms
m > O. but only one state of self-stress s = I. Let us give the assembly the state of self-stress
t = t I' and then impose a small inextensional displacement. The self-stressing tensions
remain -to the first-order-unchanged. but they are no longer self-equilibrated because
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ofconfiguration change. Let P II be the (2j -k)-dimensional vector of product forces. which
are required to restore nodal equilibrium of the assembly carrying the axial forces t = t l •

after a unit amplitude of mechanism d, has been imposed. Detailed formulae for the
components of PII can be found in our previous paper. The vector of product forces
associated with the general mechanism ('1) is

(3)

where the (2j-k) x m matrix PI contains the product-force vectors arranged by columns.
The subscript I is a reminder that the state of self-stress t I has been imposed. As explained
in Section I. our test for first-order infinitesimal mechanisms is that. as a result of the self
stress 1. all mechanisms are endowed with positive stiffness. To ensure this. we check that
the scalar product ofa general inextensional mechanism Oil and the corresponding product
force vector Pill is positil'e for all fls:

IlfPfofJ > O. VIlE.r -0. (4)

Since the m x m matrix QI = l)fO is .~ymmelric (this property is not immediately obvious.
but can be verified by substituting expressions for all produ~t forces given in our previous
paper. and then doing the matrix multipli~ation).our test is equivalent to showing that the
quadratic form fJfQd' is positil'(' (/(:/i"il('. This can be done by any of several tl.'Chniques
available in the literature. see e.g. Strang (llJXO). In Sections 3 and 4 we shall make usc of
the following two alternative ne~essary and sullkient conditions for positive dcliniteness of
a symmetric matrix QI :

(i) the pivots obtained when a Gaussian elimination is performed on QI arc all
positive;

(ii) the eigcnvalucs of QI are all positivc.

Clearly. if QI turned out according to this procedure to be "egati!'e definite. then a
positive definite quadratic form would correspond to the self-stress t = -tl ; in either case
the given assembly is a first-order infinitesimal mechanism. [n all other cases the assembly
is a "finite" mechanism.

For tlssemhlies lrith s > I. greater freedom is available when choosing the initial state
of self-stress t. Of course. any chosen set of coell1cients ~, defines. through eqn (I). a unique
state of self-stress. and then we could perform the foregoing analysis for that particular t.
Then. if the quadratic form Q corresponding to t is positive (or. indeed. negative) definite.
our test has succeeded. It could be shown that the approaches of Kuznetsov (1975a).
Besseling (1979). and Tanaka and Hang'li (1986) are essentially equivalent to following
this line. Clearly. if the form Q obtained in this way for a given t is not sign definite. it
cannot be excluded th.1t a different choi~e of~, in eqn (I) would produce a positive definite
Q: in which case the 'Issembly is first-order infinitesimal. This dilliculty highlights the need
for a more general procedure which includes all possible states of self-stress and the
corresponding quadratic forms. The remainder of this section develops the rather simple
"theory" required for such a general approach.

We need to introduce the product-force vector for the general state of self-stress in
eqn (I). and for the mechanism Oil. Because the expressions for the product forces in our
previous paper are linear in the stress terms. the product-force vector due to a linear
combination of some basic states of self-stress t j and the mechanism Oil. is equal to a linear
combination of the product-force vectors associated with each t; separately. In symbols.
the product-force vector corresponding to eqn (I) and to the inextensional displacement
OfJ can be written in the form :
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(±P,7,)fJ.
.-1

(5)

Here. the (?j-k) x m matrix P, contains the m product-force vectors for the self-stress
t = t,. and for the inextensional displacements d l •.•.• d",. [n analogy with eqn (4). our test
for positive stiffness against a general inextensional displacement OfJ becomes:

fJT(.± PT07i )fJ > O. V fJ E r - 0
,-1

(6)

for at least one set of 7,. The above test is equivalent to checking for the existence of at
least one linear combination of the matrices QI = prO..... Q.. = P;O. all symmetric and
of size In x m. which is positive definite. In the next section we present some examples for
which the properties of the matrix:

.
Q = L Q.7i

i-I

can be determined easily. Then. in Section 4 we describe a general way to analyze Q.

3. EXAMrlES

(7)

In this section we shall consider scverul applications of the theory developed in &.'Ction
2. Figure la shows a three-oar assemoly wilh of = I state of self-stress. t l = [I I If and
In = 2 inextensional mechanisms d. = [0 I 0 0]'. d! = [0 0 0 I]'. The corresponding
product force vectors. shown in Fig. Ib. are PII = [0 2 0 - II'. PI! = [0 - I 0 2]'. All
these values can be verified by inspection. but a more formal deriv.ttion can be found in
our previous p.tper. We assemble the matrices I) and 1)1. which contain. respectively. the
two mechanisms and the product ~force vectors corresponding to those mech.tnisms (and
to the self-stress' = 'I) :

and form the symmetric malrix:

0] [0o ) _ 2
o . II - 0

I -I

-~]o .
2

It iseasy to verify that positive piVOlS are ootained when a Gaussian elimination is performed
on QI : therefore the test (4) is satisfied. Thus. the assembly of Fig. I has been shown to be
a first-order infinitesimal mechanism.

Figure 3 shows another assembly consisting of three collinear bars. but now the bar
lengths are no longer equal and. rather more importantly. the "direction" of the last bar
has been reversed. This example still has of = I state of self-stress t l = [1 I - I]': its m = 2
mechanisms have components identical to the first example. The matrices 0 and PI for this
assembly are:
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Fig. ~. Assembly consisling of two simple units. bars I. ::!. 3 and ~. 5. 6. which are identical to the
assembly of Fig. I. Bar 1 links the two units. thus suppressing one of the::! + 2 = 4 independent
mechanisms resulting from Fig. I. The eight-dimensional vector d and the seven-dimensional vector

t are defined by analogy with the caption of Fig. la.

-IJ
1/2 .

which yield

D = [~ ~] p = [ 3~2o O' I 0

o I -I

[
3/2

QI = prD =
-I

o ]-I
o .

1/2

A Gaussian elimination on the matrix Q. produces the pivots 3/2 and -1/6. and hence QI
is sign itIC/(:finitc. We therefore conclude that the assembly of Fig. 3 is a "finite" mech.tnism.

The above examples have been .tnalyzed by Kuznetsov (1975a) by a rather dilTerent
method. which involves the first- and second-order derivatives of the constmint equations
enforced by each bar. It is interesting to note that, in spite of clear formal din"erences
between the present approach and Kuznetsov's, exadly the same quadmtic forms are
obtained. The two procedures are in fact equiv.llent, although the introduction of product
forces enables us to avoid the complications of the standard second-order analysis. and to
implement the calculations. instead. in terms of matrices.

The next example. shown in Fig. 4. is more complicated. and has been construded so
as to have s > I. It consists of two "units", each identical to the assembly of Fig. \, and
connected by a vertical b'lr. Clearly this assembly has s = 2 independent states of self
stress: t l = (1 I I 0 0 0 O)r. t! = [0 0 0 I I I 0)'. The components of its m = 3 mech
anisms can be inferred from the first example. and the resulting matrix I) is:

[

0 I 0 0 0 0 0 0]1
I); 0 0 0 I 0 0 0 I

o 0 000 I 0 0

The product-force vectors corresponding to the mechanisms in 0, and to the states of self
stress t ; t l and t = t!, are respectively

0 0 0 0 0 0

2 -I 0 0 0 0

0 0 0 0 0 0

-I 2 0 0 0 0
P1 =

0 0 0
p! =

0 0 0

0 0 0 0 -I 2

0 0 0 0 0 0

0 0 0 0 2 -I

Hence we obtain the fol1owing two symmetric matrices. corresponding to the two distinct
states of self-stress:
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Fig. 5. Assembly consisting of two simple units linked by a bar. The first constituent unit (bars I.
2. 3) is identical to Fig. 3; the second unit (bars 4. S, 6). similar to Fig. 3. is made from bars of

different lengths.
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o
2

-I

Following Section 2. we now consider. eqn (7).

o
2

-I

and try to lind a set (~ •. ~!) for which Q is positive definite. This turns out to be a particularly
easy task on this occasion: choosc l:, = cx! = I (i.e. equal tensile pre-stress in each unit)
and. by Gerschgorin's theorem (Strang. 1980). the eigenvalues ofQ must lie in the interval
(1.6), and hence must be positive. We can therefore conclude that the assembly of Fig. 4
is a first-order infinitesimal mechanism.

Lastly, we consider the assembly shown in Fig. 5. which consists of two units based
on the eX.lmple of Fig. 3. This assembly also has s = 2 independent states of self-stress
t, = [I I - I 0 0 0 0]". t! = [0 0 0 I I - I ojT and m = 3 mechanisms. Following the
usual procedure we calculate the matrices Q, and Q!. and consider:

[

3/2

Q= ~I ~~ ~]cx.+[ ~/2 ~
o 0 -1/2 0

-1/2]
o l:2'

-1/2

In contrast to the previous example. we have been unable to spot a set of ex,s for which Q
is positive definite; we have therefore performed a Gaussian elimination on the matrix

The first pivot is positive if cx. +CX2 > O. The second pivot is positive if CX,(3CX2-CX.) > O.
These two inequalities are satisfied only by the points (cx,. CX2) in the region of the plane
cx ,. ~2 defined by ex, > 0 and CX2 > ex ./3. In this region. the third pivot is positive if
4l:~ + 3l:. ex2 -cxr < 0; however. it is easy to show that this third inequality cannot be satisfied
by any point in the region defined above. Therefore the matrix Q is sign indefinite for all
CXis. and hence the assembly of Fig. 5 is a "finite" mechanism.
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4. AUTOMATIC SEARCH FOR A POSITIVE DEFINITE Q

The last example highlights the difficulty of using Gaussian elimination to handle
matrices of the type (7); even a small matrix of that type leads to complex sets of inequalities.
which may prove difficult to solve. [But we should point out that Gaussian elimination is
perfectly adequate if the linear combination (7) reduces to one matrix only. i.e. for s = I.
and it could also be used to analyze linear combinations of s semi-definite matrices. In this
case a positive definite Q exists if and only if. the m x (s' m) adjoint matrix QI tQ~1 ... IQ,
spans .K". which can be checked by Gaussian elimination.]

In this section we describe a general algorithm which. after a sequence of operations.
either identifies a positive definite Q or else shows that no such combination exists.,

The algorithm is based on the idea that. if a positive definite Q = L Q,:L, exists. it will
j= I

be possible to find at least one set of :x,s which satisfy the II inequalities:

IlT(tl Q,:X,)PI > O. j = I. .. .. 11; (8)

for any given non-vanishing vectors Il,E.;f'''. [Initially. n = m and the vectors P, coincide
with the stand.\rd basis of .R''' (Strang. 1980).) Once a set of :XiS h<ls been found. we calcul<lte
the eigenvalues <lnd eigenvectors of the matrix Q thus identified. The following three cases
can occur: (i) alll.'i!!clI/·all/cs arc positif('. and hence Q is positive dclinite: or (ii) somc
c(C/clI/'all/('s arc non-I'ositife. in which case the corresponding eigenvectors are included in
the set of P, and n is increased accordingly. If. on the other hand. (iii) the set (8) admits no
solutiol/. we have shown that no positive definite Q exists.

In both c<lses (i) .Ind (iii) we h<lve reached <I definite conclusion; in c<lse (ii) we have
to se.lrch for <I new set of !X,S. with an enl.trged set of vectors P" Note th<lt the <lddition<ll
inequalities will not be s'ltislied by the set of :L,S obtained in the previous itemtion. which
ensures that some progress is made in each iteration. To maximize the improvement made
at each stage. and thus speed up the calculations. we replace (8) with:

(9)

and search for the solution IX of (9) which maximizes I:. It is also convenient to introduce <I

scaling condition of the type ~I!X,I = 1. This calculation can be done by a standard Linear
Progr'lmming sub-routine. provided ofcourse that the variables :t,S arc replaced by 2s non·
negative variables or. more etliciently. using the Revised Simplex algorithm.

To lind a positive delinite Q our algorithm performs a series of iterations. Each iteration
requires the solution of a Lincar Progmmming problem ~-- based on (9) -with <In ever
increasing number of inequalities. followed by a calculation ofeigenvalues and eigenvectors
of the matrix Q defined by the solution of the L.P. The algorithm converges when either
all eigenvalues of Q arc positive [case (i»). or when the L.P. has no fe'lsiblc solution [case
(iii)]. Otherwise [case (ii)) a new iteration is required.

When our algorithm is applied to the matrix Q obtained for the assembly of Fig. 5. at
the st.lrt there ure II = m = 3 inequalities plus the sc.l1ing condition. and the variubles .Ire
IX,. 1X2 and r.. Iterations one and two yield the optimal solutions ~I = 0.5714.:x~ = -0.4286
(r. = 0.2143). and ~I = 0.9547, ~! = -0.0453 (r. = 0.0227). respectively. Roth these solu
tions correspond to mutrices Q with one negative eigenvalue. and yielding an additionul
inequality at each iteration. The third iteration. with n = 5. finds no lellsihle solution. This
result is in agreement with the analysis in Section 3; but has b,-'Cn obtained by an algorithm
which is easy to implement on a digital computer.

Finally. it should be noted that. as for many CIIltin9 planl! afqorithms. it is not possible
to show that the above scheme will converge in a finite number or steps. although usually
the performance of such algorithms is satisfactory (Luenberger. 1984).
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5. BRIEF REVIEW OF PREVIOUS WORK. DISCUSSION

A rather unusual aspect of our work has been the rediscovery of an early paper by
Kotter (1911) which presents the first analytical method to check whether a pin-jointed
framework. which has both s > 0 and m > O. is "rigid". by which Kotter meant that its
mechanisms are first-order infinitesimal. "according to the general rules of the calculus of
variations". Kolter studied a general three-dimensional pin-jointed assembly and. building
on previous work by Mohr and Foppl. based his analysis on the function

<I> = ~ ±f [(X,,-X,)2 +CVq _y,)2 +(=,,-=Y-l';].
p-I p

(to)

Here II' is the length of bar p. connecting joint q == (x".y". =,,) to joint r == (x,.y,. =,). when
the assembly is in its initial configuration: 11' is the axial force in the bar. For small
configuration changes. (10) is proportional to the strain energy stored in the assembly. By
differentiating <I> w.r.t. the nodal coordinates. a set of nodal equilibrium equations are
obtained and. in absence of external loads. sets of self-equilibrating bar forces can be
computed from them. Kotter (1912. Section 4) shows that "rigid" assemblies are those for
which e5 2<1> is either always positive. or always negative. and also that only inextensional
displacements. that is 11/ "variables" only. need to be considered when checking the sign of
(5 2(J). Kotter shows the calculations for a cube with its four space diagonals: a framework
with j = 8 and h = 16. which has one state of self-stress and turns out to be "rigid". in spite
of having three distinct infinitesimal inextensional mechanisms.

Kolter comments that his approach could be extended to assemblies with s > I by
considering s functions (1',. each related to one particular st.tte of self-stress. and such that
(5 2(1>1 = ., . = (5:(1>, . I =O. The assembly is "rigid" if ()2(1>, is either always positive. or always
negative. These remarks are rciev'lOt to the present study and. although the practical
implementation of this scheme might prove rather dillicult. there are ete.lr similurities
between Koller's line of attack .lOd the scheme which we have developed in Sections 2 and
4. Indeed. it might be possible to prove rigorously th.1t our formulation in Section 2 is. in
clreci. a more general form of Ki>ller's stabilily criterion.

We have found only two references to K6ller's study in the published literature:
Pollaczek-Geiringer (1927) and Levi-Civita and Amuldi (1930). Rather surprisingly, the
laller authors chose to conduct a purely geometric investigation of the set of constraint
equations-each corresponding to a bar- to be satistied by all inextensional displacements.
Their approach is easier to follow and more general than K611er's but, for first-order
intinitesim'll mechanisms, it results in a quadratic function equivalent to J2<J) but with 2j
variables instead of just 11/. Being free from any static considerations, the scheme by Levi
Civita and Amaldi poses no extra dilliculty if s > I. More recently, Kuznetsov (1975a,b)
has reduced the size of the quadratic form used by Levi-Civita and Amaldi (1930) to m
variables only, ufter noting that an infinitesimal mechanism would be in a state of stahle
L'Cf/lilihri/lm if self-stressing forces were introduced in the bars. The resulting scheme is an
up-to-date version of Koller's .lIgorithm, with its use in pntctice being restricted to assembl
ies with of = I. Bcssding (1979) and Tamlka and Hangai (1986) have followed an approach
based on Linear Algebra, and hence related to the present study, to derive from a stability
criterion .1 quadratic form in m variables. A comparison of Kotler's results with subsequent
publications by other authors shows that little progress has been made over the past 75
years. in spite of several, intermittent attempts.

In this paper we have shown that, given an assembly with s (> 0) independent states
of self-stress, 11/ (> 0) independent mechanisms forming the matrix D and associated sets
of product-force vectors Pl •...• p.. the mechanisms are first-order infinitesimal if and only
if there exists a set of coefficients x, for which the quadratic form

is positive definite.
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We have also presented an automatic procedure to search for a set of suitable 2,S,

based on alternate Linear Programming phases and eigenvalue/eigenvector searches. This
algorithm enables us to apply the proposed test to any assembly, but we have pointed out
that for assemblies with s = 1 a non-iterative procedure can be used instead.

Our method has two obvious advantages over methods proposed previously. First,
our scheme makes use of physically-based quantities, e.g. mechanisms, states of self-stress,
etc. rather than a second-order analysis ofconstraint equations in the manner ofKuznetsov
(1975a). These elements of the algorithm are directly calculable. and they correspond to
physical quantities which afford greater insight. The scheme for computing mechanisms
and states of self-stress. described in our previous paper, has been extended (Kwan and
Pellegrino. 1989) to structural assemblies which include beams. connected in various ways.
and cables which run over several small frictionless pulleys. In principle. the method
described in this paper can be applied to such assemblies as well. Second. our scheme
provides for assemblies with any number of statical indeterminacies to be analyzed, as in
Levi-Civita and Amaldi (1930) ; however we require much smaller matrices for our analysis.
A further advantage of our calculations is that we obtain, as a by-product, a set of bar
tensions which would provide first-order stiffness against all inextensional modes. if we
were to pre-stress the assembly. This information can be ofconsiderable value in the design
of pre-stressed mechanisms.

Finally. wc should notc that the use of our sophisticated general algorithm is hardly
justilied for thc example shown in Fig. 5. It is quite obvious that the configuration shown
is a rather special one. in which s = 2 and m = 3, of an assembly which has s = 0 and
111 = I in most configurations; Tarnai (personal communication) refers to such special
conligurations as "points of bifurcation of compatibility". Similarly. the ring assembly
shown in Fig. 2 of our previous paper has s = 2 and m = 2 at its point of bifurcation of
compatibility. i.e. when the top four bars lie in a vcrtical plane, although normally s = I
and 111 = I. We have not yet found a non-trivial example of a kinem.ltically indeterminate
assembly having s = 2. or gre.ltcr, which exhibits a "linitc" mechanism; and we should be
interested to hear from any readers who know of non-trivial and possibly three-dimensional
examples.

Ack"II\I·It·'~l/,·",,·tIls-We are grateful to Professor E. N. Kuznetsov for his stimulating criticism of our previous
paper. and to Dr T. Tarnai for helpful comments on an earlier version of this paper. The algorithm in &'Ction 4
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